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Abstract—Managing the performance of online web services in cloud data centers while optimizing resource allocation and power consumption is a multifaceted challenge. Often, resource and power management techniques, such as elastic scaling and power capping, are handled independently, leading to conflicts and sub-optimal power-performance trade-offs. To tackle this issue, we introduce SLO-Power, a system that coordinates the resource and power scaling techniques to achieve power savings while adhering to service level objectives (SLOs), such as tail latency constraints. Our approach employs a combination of analytic queuing models and feedback-driven techniques to jointly allocate resources and power to cloud applications in an SLO and power-aware manner. We implement a prototype of our system and evaluate it using realistic workloads to demonstrate its ability to harmonize elastic and power scaling, enabling enhanced resource utilization and reduced power consumption while ensuring the application performance. Our findings indicate that SLO-Power achieves exceptional power and resource efficiency, approaching near-optimal power-efficiency levels at 90%, all while preventing SLO violations. Furthermore, compared to state-of-the-art solutions, SLO-Power demonstrates lower P95 latency, accompanied by a 12% reduction in resource usage.

Index Terms—Elastic Scaling, Power Capping, Web Services, Application SLO.

I. INTRODUCTION

Today’s cloud platforms are a popular choice for hosting online web services in domains such as banking, news and entertainment, e-commerce, and social media web applications. Modern web services tend to see dynamic workloads that exhibit variations at multiple time scales [1], making them well suited for cloud platforms that support on-demand allocation of resources to match observed workload dynamics. One popular approach for handling dynamic web workloads is to employ elastic scaling, where the resources allocated to the web service are varied dynamically to match the workload variations [2]. Many cloud platforms have built-in support for elastic scaling, making it straightforward for web applications to employ such functionality [3]–[5]. By its very nature, elastic scaling methods are designed to overprovision resources for two reasons. First, since end-users are highly sensitive to the tail latency of web requests [6], web services have strict service level objectives (SLOs). Inadequate resource provisioning can introduce bottlenecks and hurt tail latencies seen by users.

Second, elastic scaling techniques target handling the peak workload seen within each provisioning interval to reduce SLO violations and avoid frequent provisioning decisions. The need to handle peak workloads and reduce tail latencies require overprovisioning the resources allocated to an application. However, resource overprovisioning also increases the energy footprint of the application. This is because the application will typically see a lower (“average”) workload intensity than the provisioned peak, which underutilizes the allocated resources and wastes power most of the time since the peak is not often reached. Since computing resources are translated into power consumption, this peak-provisioning also results in overprovisioning of power resources. Thus, elastic scaling methods are known to be SLO-aware but power-unaware.

The growth of web services has led to unabated growth of cloud platforms over the past decade, which, together with the networks complementing these infrastructures, now consume 3% of the world’s electricity [7]. As such, since the demand continues to increase, today’s massive cloud data centers are raising environmental concerns about their energy and carbon footprint. Consequently, reducing the power and energy footprint of cloud workloads has emerged as an important topic for today’s cloud operations. There has been a wealth of research on optimizing the power usage of servers and data centers. This includes exploring various hardware mechanisms such as running average power limit (RAPL) [8] and dynamic voltage and frequency scaling (DVFS) [9], as well as software techniques, such as power-aware scheduling [10] and cluster-level power management [11]. When used judiciously, such techniques can reduce the power usage of the underlying servers [12]. However, recent research has also shown that aggressive power optimization can increase the risk of higher tail latency and hurt application performance since power optimization techniques are typically SLO-unaware and workloads...
tend to be very sensitive in dynamic changes in power [8].

Thus, in today’s systems, resource and power management techniques, such as elastic scaling and power capping, operate independently of one another, leading to sub-optimal power-performance tradeoffs. To address this issue, we propose coordinating the elastic scaling and power capping techniques for web workloads so that the resource and power allocation decisions are both SLO- and power-aware. We hypothesize that it is feasible to design appropriate power management in careful coordination with elastic scaling techniques to achieve more aggressive power savings without hurting tail latencies or other SLOs. We design SLO-Power, a resource and power management system for latency-critical web applications that can meet tail latency SLOs while also reducing the application’s power consumption. A key idea of SLO-Power is that it is not necessary to run overprovisioned resources at power levels that target peak performance to meet SLO objectives and that “slower” power settings can still achieve the desired performance while reducing the power footprint of the application. To sum up, we make the following contributions.

- We showcase the empirical effects of overprovisioning in traditional auto-scaling designed for web services, followed by an exploration of the latency impacts associated with aggressive power optimization (Section II).
- We introduce SLO-Power’s design that combines elastic scaling with power capping to optimize performance and power usage for web applications jointly. Our approach leverages analytic queuing models with feedback-driven techniques to jointly allocate resources and power to web applications in an SLO and power-aware manner (Section III).
- We implement a prototype of SLO-Power (Section IV) and evaluate it using realistic applications and workloads. Our results show that power and resource efficiency can reach near-optimal levels of 90% while avoiding SLO violations (Section V).
- In addition, compared to state-of-the-art solutions, SLO-Power achieves lower P95 latency while utilizing 12% less resources (Section V).
- We open-source SLO-Power for reproducibility1.

II. BACKGROUND AND MOTIVATION

This section provides background on latency-critical web services, elastic scaling techniques, power capping techniques, and the motivation of our system.

A. Latency-Critical Web Services

We aim to enhance the Quality-of-Service (QoS) of distributed web services, particularly those that are sensitive to latency, within cloud data centers. Research has shown that achieving low average or median latency alone is insufficient to ensure user satisfaction. To better improve the user experience, it is imperative to attain low tail (e.g., 95th or 99th percentile) latencies [13], [14].

One of the primary contributors to undesirable tail latency is the substantial variability in workloads over time and across various services. In particular, different web services typically exhibit varying response times, ranging from a few milliseconds to several seconds. This divergence is primarily attributed to variations in the design and development of these services, resulting in vastly different achievable response times. Additionally, the multi-tenancy aspects of the cloud have several impacts on the underlying infrastructure where workloads run, causing high-performance variability across applications. This variability across different web services introduces complexities into the management of distributed systems, as it becomes challenging to determine the attainable tail latency for each application precisely and to devise strategies for guaranteeing such latency. As a result, data center servers typically sacrifice server efficiency (having utilization of 5 – 30%) to maintain tail-latency targets resulting in wasting billions of dollars in equipment and terawatt-hours of energy annually [15].

Additional sources of prolonged tail latency stem from CPU power-saving mechanisms in cloud data centers. Specifically, at low levels of resource utilization, power-saving techniques such as idle power states [16] and frequency scaling can exacerbate the tail latency, leading to elevated response time values. Thus, when the system operates at low utilization levels, a trade-off arises between power saving and tail latency [17].

B. Elastic Scaling

Unlike average latency, tail latency is more sensitive to changes in usage load and traffic patterns, system configurations, and resource availability [6]. Because of the sensitivity of tail latency to application and system factors, it is critical to design and manage systems for these latency-critical services efficiently.

Elastic scaling is one of the approaches that dynamically adjusts software configurations and hardware resource provisioning at runtime to adapt to time-varying conditions such as fluctuations in service workload [4]. The main goal of elastic scaling is to prevent both over- and under-provisioning of computing resources while meeting the QoS requirements (e.g., tail latency). To achieve that goal, several factors related to elastic scaling need to be considered. One critical factor is the elastic scaling policies for adding or removing resources, which can be conditions based on observed metrics, such as average CPU utilization, average memory utilization, workload, or any other custom metrics. Another essential consideration is the scaling step size, representing the number of resources configured during each provisioning process to accommodate workload fluctuations. In general, there are two types of scaling: horizontal scaling and vertical scaling. For horizontal scaling, which involves adding more instances or nodes to a system, the elastic scaler decides the number of instances of nodes to adjust; for vertical scaling, which involves adding more resources (i.e., CPU, RAM, storage, etc.) to an existing service instance or node, the elastic scaler decides the number of the corresponding resource.
C. Power Capping

Power efficiency is a major concern in operating cloud data centers, which affects the operation costs and profoundly impacts on the environment [18]. Recent studies show that the power consumption of data centers will double across five European countries [19] and effective power management techniques could yield savings of over 25 billion kWh in the US [20].

In order to decrease the adverse effects of high power consumption, server power capping emerges as a solution to limit the power consumption of a server not to exceed a specific power budget. This solution allows data center operators to reduce the peak power consumption at the cost of performance degradation of hosted applications. Traditionally, DVFS was used to reduce CPU power consumption by decreasing the voltage or frequency. More recently, RAPL [21] has been proposed as an alternative that enables direct control over the power consumption of CPU and memory of a single server.

RAPL is a management interface provided by Intel processors that combines automatic DVFS and clock throttling. It improves the plain DVFS in two major aspects. First, it integrates power monitoring and control inside the chip, making it more accurate and faster to identify and adapt to workload fluctuations. Second, it combines DVFS and clock throttling, providing power levels than DVFS alone and, therefore, finer management granularity [22]. Hence, we employ RAPL to implement the dynamic power allocation in our SLO-Power.

D. Motivation

The main insight that motivates our work is that the elastic resource provisioning mechanism prioritizes SLOs, leading to resource over-provisioning and excessive power consumption. Conversely, the sophisticated power management in cloud data centers focuses on power efficiency but lacks SLO awareness. This dichotomy presents an opportunity to create a system that is both SLO-aware and power-efficient, ultimately enabling the cloud service provider to meet SLOs while reducing power consumption.

Figure 1 plots the response time achieved by two different approaches: power manager and elastic scaling. In our experiments, we employed the Linux kernel’s CPUFreq (CPU Frequency scaling) subsystem, enabling dynamic CPU frequency and voltage adjustments for power management. Specifically, we set the scaling governor to powersave, forcing the CPU to operate at its minimum frequency to optimize power consumption. For the elastic scaling approach, we dynamically allocate the number of CPU cores to the web service based on incoming requests. As illustrated in Figure 1(a), the elastic scaling approach demonstrates excellent performance, achieving an average response time of 91ms. In contrast, the power manager exhibits approximately four times the response time compared to the elastic scaling approach. This is because the power manager lowers the CPU speed, and it takes longer to process the requests. Furthermore, we compare the power consumption of these two approaches. Figure 1(b) depicts that the elastic scaling has an average power consumption of 58.1 Watts, which is 32.2% higher than the power manager’s consumption (43.96 Watts on average). This is because the elastic scaling tends to provision more CPU cores to meet the SLOs, resulting in increased power consumption. These results show that the elastic scaling approach is SLO-aware but power-unaware, while the power manager is power-aware but SLO-unaware.

Takeaway. When running web services in the cloud data center, using either power management or elastic scaling alone can only achieve one goal of meeting SLOs and saving power. This motivates us to exploit a hybrid approach that combines power management with elastic scaling to not only meet the service performance requirements but also reduce power consumption.

Challenges. When combining the power manager with elastic scaling in practice, major challenges are from the interference between them. 1) conflict objectives: Since the objective of power manager and elastic scaling have conflict, focusing on saving power and guaranteeing SLOs, respectively, can lead to suboptimal resource utilization and potentially affect the overall system performance when both mechanisms are active. For example, the power manager might reduce the frequency and voltage of CPU cores to save power, but elastic scaling may want to allocate more CPU cores to meet high demand; 2) uncertain CPU performance: The dynamic adjustments of CPU frequency and voltage can affect the performance of CPU cores, making it challenging for elastic scaling to accurately estimate how many cores are needed to maintain the SLOs. This uncertainty can result in over-provisioning or under-provisioning of resources; 3) Fluctuating response time: When elastic scaling adjusts the number of CPU cores, it may take some time for the system to stabilize. During this transition period, the CPU frequency and voltage changes may not align with the newly allocated cores, causing fluctuations in response time. These response time fluctuations can impact the QoS, especially for web applications with strict tail latency constraints.

III. SLO-POWER DESIGN

In this section, we outline the design of SLO-Power and present the details of key components.

A. System Overview

SLO-Power is an SLO and power-aware elastic scaling system tailored for latency-sensitive web services in the cloud.
It incorporates elastic scaling and power capping techniques to achieve two goals: the first is to ensure performance guarantees (e.g., tail latencies) to applications; the second is to effectively reduce server-level power consumption, including CPU cores and CPU power.

Figure 2 shows the SLO-Power system design. It comprises three components: two actuators – the Elastic Scaler (blue) and the Power Allocator (green) –, along with a Control Unit (light gray), the entity used to dynamically decide when to trigger the actuators and which one to use. To address the challenge of conflict objectives due to interference between elastic scaling and power management, the Control Unit always ensures the SLOs are guaranteed first, then adjusts resource or power allocation to save power. Additionally, the Control Unit orchestrates the interplay between the Elastic Scaler and Power Allocator, leveraging local agents to establish power budgets and allocate CPU cores on individual servers through RAPL and cgroup [23] quotas. Regarding the two actuators, the Elastic Scaler’s responsibility lies in determining the number of cores for the application based on its workload. It leverages vertical scaling to dynamically fine-tune resource allocation, subsequently impacting performance, as measured by response times and resource utilization. Meanwhile, the Power Allocator allocates the necessary power by considering the current power consumption and target SLOs. Notably, to avoid the uncertainty in CPU performance and fluctuations in response times caused by degraded power levels, the Power Allocator adjusts the power budget accordingly when the number of cores is changed. In addition, in SLO-Power, the Power Allocator is designed to operate continuously, while the Elastic Scaler is invoked when further enhancements in response times cannot be achieved with power allocation and the existing number of cores.

B. Control Unit

In our SLO-Power, the Control Unit is designed to decide when to trigger the resource and power allocation based on observed metrics. Once allocation decisions are made by Elastic Scaler or Power Allocator, it is also responsible for enforcing the resource and power changes to the system via cgroup quota and RAPL.

Figure 3 shows how the Control Unit selects the actuators. By observing the real-time response times (i.e., 95th percentile latency) of the web service, it compares it with a predefined threshold and makes the scale-up/down decisions.

If the response time is above the threshold, the scale-up action on power and/or resources is needed. Next, the Control Unit checks if the current allocated power is at maximum levels of the given number of cores. If yes, it indicates only a change in resource allocation is possible to mitigate the SLO violation. In that case, the Elastic Scaler is triggered, where a scale-up decision is taken; otherwise, the Power Allocator is triggered to allocate more power immediately. In our SLO-Power, the threshold for SLO is defined on a guarded response time using parameter $\alpha$, which is proportional to the target response time $T$. If the observed response time is above the guarded response time, denoted as $\text{latency} > \alpha \cdot T$, it triggers the scale-up actions. Additionally, to avoid SLO violations, the Control Unit also triggers Elastic Scaler to proactively allocate more resources when the resource utilization is above a user-defined threshold $\beta \in (0, 1)$.

Similarly, when sustainable performance levels are maintained for a user-defined duration $D$, during which both the observed response time and resource utilization are under the defined thresholds, the Control Unit triggers the Elastic Scaler to scale down the number of cores for resource savings and power conservation. To save more power, during the duration of $D$, the Control Unit triggers the Power allocator to decrease the power budget consecutively.

To summarize, the Control Unit makes the decision based on the observed response times, resource utilization, and power consumption, following the principles of fast reaction to SLO violations and slow reaction to save power, and power adjustment prioritizes resource changes.

C. Elastic Scaler

When the Elastic Scaler is selected by the Control Unit, it is required to adjust the resources allocated to the server to accommodate the SLOs. To achieve this, an appropriate amount of resources needs to be decided based on the amount of time resources take to process requests. A well-established technique for doing that involves leveraging queueing theory to model the processing of web applications [24]–[27]. This approach treats an application as a logical server encapsulated within a container or virtual machine (VM) and assigns a specific resource capacity to it. Depending on the resource
management configurations, this provisioning may involve portions of CPU cores or even the dynamic scaling of multiple cores.

We design our Elastic Scaler as an $M/G/k/PS$ system, where the use of Processor Sharing (PS) queuing policy stems from our assumption that operating systems (OS) employ traditional CPU time-sharing methods to process requests within the server. Within this model, we utilize the following closed-form equation to estimate the expected response time, based on [28]. Let $E[R]$ denote the expected response time. Then,

$$E[R] = \frac{c}{\lambda} \cdot \frac{\rho}{1 - \rho} = \frac{c}{c\mu - \lambda}, \quad (1)$$

where $c$ is the number of allocated cores, $\lambda$ and $\mu$ are the request arrival rate and service rate at the server, respectively. Moreover, $\rho = \frac{\lambda}{\mu}$ is the system utilization and represents the fraction of time the server is busy. Equation 1 can be used to compute the resource allocation $c$ based on a given target response time $T$, i.e., the SLO. That is, replacing $E[R] = T$ in Equation 1,

$$T \times (c\mu - \lambda) = c \Leftrightarrow c = \frac{T \times \lambda}{T \times \mu - 1} \quad (2)$$

Equation 2 depends primarily on the workload rate and on the relative capacity that one server core to handle requests. Finally, a queueing system is considered stable when the value of $\rho < 1$. When $\rho > 1$, it indicates insufficient server capacity, leading to unbounded or excessively large response times, violating all pre-defined SLOs, and causing performance degradation. This condition, referred to as saturation, is highly undesirable in distributed systems and should be prevented [29].

Internally, the Elastic Scaler has proactive and reactive auto-scalers to allocate resources.

**Proactive Auto-scaler.** The proactive auto-scaler of SLO-Power is designed to allocate resources on relatively large time scales, according to the predicted increase in workload. This approach leverages a workload estimator to calculate the expected demand for the upcoming period. By employing a workload estimator, our predictive component strives to allocate resources proactively, well before the demand arises. Our workload estimator is inspired by a technique that relies on historical workload data to forecast the demand using the best-fit model.

Since Equation 2 is designed to address the average request load, its allocations $c$ are optimized for the typical web application usage and do not consider unexpected workload spikes, which can inadvertently cause several SLO violations. Moreover, the proactive auto-scaler may unnecessarily over-allocate resources as it is based on a worst-case situation. In response to these limitations in the proactive mechanism, we propose a reactive auto-scaler integrated with it to quickly respond and allocate resources as needed.

**Reactive Auto-scaler.** The reactive auto-scaler functions within short time scales, typically ranging from seconds to minutes. It is designed to ensure that potential SLO violations are effectively mitigated and overprovisioned resources are reduced appropriately for power-saving purposes. Therefore, it quickly responds to any performance degradation stemming from underestimations by the proactive auto-scaler, promptly allocating additional cores to handle the increased workload. When the performance is sustained, it consecutively reduces the number of cores, aiming to save power without introducing SLO violations.

$$c_{t+1} = \frac{(\alpha \cdot T) \times \lambda_{t+1}}{(\alpha \cdot T) \times \mu - 1} \quad (3)$$

To decide the number of allocated CPU cores, reactive auto-scaler uses the same queuing theory model as the proactive mechanism, but it estimates the workload of the next step $\lambda_{t+1}$ online [30] and uses the guarded response time $\alpha \cdot T$ as average response time, as shown in Equation 3. When SLOs get violated, the reactive auto-scaler employs the number of cores $c_{t+1}$ to adjust the resource allocation, thus mitigating the SLO violations; whereas for sustained performance, $c_{t+1}$ is used to limit the resource-saving to avoid severe system performance degradation. Instead, a constant step size $\delta$ is defined for scaling down the resources.

Furthermore, we summarize the resource allocation of reactive auto-scaler in Algorithm 1. In the algorithm, we can see that the Power Allocator is constantly involved in adjusting the power allocation in response to the core changes and the scale-up/down decisions. In the next section, we will introduce how the Power Allocator decides the requisite power budgets.

**D. Power Allocator**

In SLO-Power, we prioritize the Power Allocator (Figure 2, green) actions over resource allocation ones. This is because: first, changes in power settings result in less performance degradation than changes in resource allocation,
which may trigger OS resource reconfiguration due to changes in running threads. Second, power settings take effect over a millisecond, faster than the resource allocation that requires several milliseconds to take effect, often due to overheads in the OS kernel. To react quickly to potential SLO violations, the Power Allocator operates continuously and in a lower granularity than the Elastic Scaler. Changes in resource allocations should be prefered only when changes in power are deemed insufficient or not possible to satisfy web service SLOs. As such, the Power Allocator is designed as the complimentary mechanism for elastic scaling.

$$p_{t+1} = \begin{cases} p_t + \eta \times (c_{t+1} - c_t), & \text{if core changes,} \\ p_t + \left(\frac{T - T_t}{T_t}ight) \times p_t, & \text{if scale-up,} \\ p_t - \frac{\eta}{D}, & \text{if scale-down.} \end{cases} \tag{4}$$

As shown in Algorithm 1, power allocation is triggered during core changes (Line 5), scale-up (Line 7), and scale-down (Line 13) decisions. For core changes, the Power Allocator adjusts the power budget based on the difference of core number $c_{t+1} - c_t$. For each newly added core, it allocates the maximum power limit per core $\eta$ to it, resulting in a power change of $\eta \times (c_{t+1} - c_t)$. For the scale-up decision, the newly allocated power is proportional to the current power $p_t$, and the proportionality is determined by the response time $T_t$ deviation from the target $T$, denoted as $\left(\frac{T - T_t}{T_t}\right)$. For the scale-down decision, the power budget is determined by the duration $D$ which is used to trigger a core change after consecutive power reduction. The step size is $\frac{\eta}{D}$. Furthermore, we summarize the power allocation in Equation 4.

IV. IMPLEMENTATION

We implement SLO-Power in a cluster setting, as shown in Figure 4, where it works as a component of a resource and cluster manager along with a proxy server — e.g., the load-balancer or DNS server — directing process requests and which can be used for monitoring, e.g., incoming request rates, throughput, and response time results. While our SLO and power-aware elastic scaling is broadly applicable to any cluster manager, including Kubernetes, our prototype is an extension of LXD [31]. LXD is a cluster and container management system built on top of LXC, the Linux container runtime system. We selected LXD for its versatility and compatibility with stateful applications, as well as its support for vertical resource scaling. LXD facilitates the provisioning of complete operating systems within containers, similar to lightweight virtual machines. It allows vertical scaling of each container’s resources through cgroups and incorporates a virtual filesystem (LXCFS) mounted over /proc, ensuring precise resource accounting, view, and control for each application instance.

In the implementation, our SLO-Power possesses privileged access to the underlying hardware, allowing it control over the system components regulating the CPU power modes and the cluster for monitoring and resource allocation. In particular, the changes in power and resources are realized through daemon agents running at each host that commits SLO-Power’s actions, either through cgroup quota or through the RAPL interface. In total, SLO-Power is implemented in around 1.1K LoC in Python.

V. EXPERIMENTAL SETUP AND EVALUATION

In this section, we first describe the setup for our experiments, including the real-world application and workload traces. Next, we evaluate our SLO-Power, together with its components against performance, power saving, and resource efficiency, and analyze its sensitivity towards various adjustable parameters. Lastly, we compare SLO-Power against three baseline methods.

A. Experimental Setup

Hardware and Cluster Setup. The experiments are conducted on a cluster of Dell PowerEdge R440 servers running Ubuntu 20.04 LTS. Each server has a two-socket Intel Xeon Silver CPU, 8 cores each, 2.10GHz, and 64GB of memory. We disable hyperthreading and turbo boost since they affect the comparisons, regardless of the approach used. To emulate a standard cloud environment and facilitate vertical scalability across servers, we have opted for the LXD cluster manager. An application instance is deployed on each physical machine. Each instance of the tested application is set with all the necessary components, including web servers, database servers, or microservices.
Benchmark Application. We use a latency-sensitive cloud application: MediaWiki [32], which hosts a replica of Wikipedia. MediaWiki is a custom-made, free, and open-source wiki software platform written in PHP using a traditional LAMP stack software, running on Linux. Along with the Apache web server, MediaWiki deploys a MySQL database to host wiki articles, and a Memcached database that provides low-latency reads of recently accessed objects in memory. Specifically, we use the pre-built version of the German Wikipedia, which comprises a total of 10 GB of content. We use the HA-Proxy as a load balancer for the application and also use it to collect application arrival rate and response time data. Requests are sent through a load-balancer, which exposes an external HTTP port interconnecting all nodes in the cluster. We set the load balancer to send requests to the nodes in a round robin way.

Workloads. In our experimental setup, we use two realistic workloads: Wikipedia [33] and Azure traces shown in Figure 5. To avoid saturating the server, the traces are scaled to our cluster size. When submitting the cluster to these workloads, requests are issued using an open-loop system model [34], which creates requests both pre-determinedly and randomly by not waiting for the system’s response, i.e., a new request is generated regardless if a response to previous requests is received. To emulate users accessing applications, we use the httpmon tool, which supports the open-loop system model behavior. The number of users varies following each workload trace.

Telemetry. The response time of a request is characterized as the time length from the moment the request is dispatched to the moment the request output response is received. Here, we focus on the processing time of the requests by CPU. We collect the average and 95th percentile (P95) response times at every 1 second.

B. Workload Validation and Component Analysis

In our initial sets of experiments, we seek to validate and demonstrate both the elastic scaler and the power allocator, our SLO-Power components. They are tested both in isolation, as well as integrated with one another in a unit. For these experiments, we utilize the Wikipedia and Azure workloads, as depicted in Figure 5, under a cluster capacity of 48 cores, with the maximum power allocation for the cluster set 276 Watts, and with a SLO target configuration set at 250ms. We report the P95, the resource allocation, and utilization. In addition, we also report the power ratio, which is defined as the ratio between power consumption over power allocation. Theoretically, if a power allocation is optimally configured, the power ratio is near the value of 1.0.

Power Component. The power component strives to slowly reduce the power cap allocated to the processor, effectively reducing its processing power and affecting the application’s overall response time. However, besides mitigating the side-effects of resource reconfiguration due to core changes –

---

Theoretical Optimal Consumption/Allocation

---

Elastic Component. The elastic auto-scaler operates over a hybrid time scale, using both the proactive and reactive mechanisms in conjunction. It requires accurate workload rate estimations of the immediate upcoming time windows to effectively adjust the resource allocation and avert SLO violations (Section III). To assess its effectiveness, we subject SLO-Power to the Wikipedia workload, configuring it not to use the power allocator component. The elastic component analysis results are depicted in Figure 6(b). Notably, the proactive controller consistently optimizes resource availability while effectively managing the P95 latency. Resource allocation exhibits fluctuations of up to 12 cores around the 35-core average, resulting in an average power usage of 193 Watts. However, the power ratio is only 70% as no capping is applied. Interestingly, despite substantial resource

---

2 https://github.com/Azure/AzurePublicDataset
3 https://github.com/cloud-control/httpmon

---

Fig. 6. Power × Elastic × SLO-Power Mechanisms (Wikipedia/Azure): Power and resource allocations are regulated while controlling latency. Resource allocation (2nd subplot) is utilized to control latency (1st subplot), up until the estimator (lower subplot) detects workload peaks to avoid SLO violations.
reduction, no P95 SLO violations are observed, ensuring the latency remains within the 250ms SLO target and achieves 96.64ms. This success is primarily attributed to the workload estimator (lower plot), which accurately identifies peaks in the request rate, facilitating the timely scaling of resources by the proactive mechanism. Despite its efficiency in resource management, the elastic mechanism attains only 39% of overall CPU utilization.

SLO-Power. Finally, in this experiment, we integrate both the Elastic and the Power mechanisms in one component. It is used as a heuristic to jointly combine both resource and power optimizations (Figure 3 and Algorithm 1). We also test it under two workloads: Wikipedia and Azure. Figures 6(c) and (d) depict results for SLO-Power under both workloads. Overall, in both cases, SLO-Power steers the P95 latency towards the SLO target due to both accurate resource estimations and power deallocation: our workload estimator achieves 0.16 and 0.05 normalized root-mean-square error (NRMSE) respectively for each workload. This results in a power-efficiency ratio of 86% and 90%, respectively, only 1 to 4% lower than the power mechanism. In addition, it has zero SLO violations, achieving an 117ms P95 latency, well below the SLO target. SLO-Power provides an effective mechanism to apply power-saving mechanisms jointly with resource scaling while respecting performance targets.

Key Takeaway. While achieving near-optimal power efficiency, power-capping mechanisms inadvertently degrade application performance. On the other hand, resource scaling achieves good performance but falls short on power efficiency. Jointly utilizing both mechanisms combines 86% power efficiency while meeting SLO targets.

C. Sensitivity Analysis

Next, we analyze how the SLO-guard and CPU resource utilization threshold defined in the Control Unit affects the performance of SLO-Power. We analyze the same influences when utilizing the SLO-safeguard mechanism by varying the SLO-Guard from 70 to 90%. In addition, we scrutinize the impacts on latency and resource efficiency while varying the CPU threshold from 45% to 85%.

Results. Figures 7 represent the overall results of our analysis. Figure 7(a) shows that lower CPU utilization thresholds yield lower P95 latencies. This is due to the higher sensitivity to peaks in resource usage, triggering the autoscaler to allocate more cores, which can be seen in Figure 7(b). It can also be seen that the effects of SLO-Guard are less noticeable with lower CPU thresholds, indicating a higher sensitivity of the workload on the CPU utilization. However, when the CPU threshold is high, like 85%, a tighter SLO-Guard results in a higher P95, which tends to have less resource allocation and less power consumption.

Key Takeaway. Indiscriminately allocating more resources may not necessarily enhance workload performance. Workloads tend to respond to changes in resource utilization, highlighting the need for meticulous configuration of elastic systems.

D. Different SLO Targets Comparisons

Here, we aim to evaluate how SLO-Power compares against modern auto-scalers under different performance targets. Based on service level agreements commonly used by cloud providers [35], we define three levels of SLOs: (i) strict, (ii) medium, and (iii) relax. The strict level has 150ms as the target and generally utilizes more power and compute resources to satisfy targets. In comparison, both medium (200ms target) and relax (250ms target) levels consume less power and compute. Unlike SLO-Power and Pegasus, the K8S and Power Manager strategies do not use SLOs. Thus, we use resource and power allocation parameters that reflect the target levels when submitting them to the Wikipedia workload. We report the P95 latency, power consumption and ratio, and resource allocation and efficiency for all experiments. Below, we detail the state-of-the-art baselines we compare against SLO-Power.

K8S Autoscaler. The K8S auto-scaler is based on the average CPU utilization across all cluster instances and allocates resources based on a given threshold that is application-depandant [36]. When autoscaling, it does not consider the response time being experienced by the application. As such, it is a SLO-unaware policy.

Power manager. The Power manager policy uses the pre-set best DVFS configuration to save power, affecting the application performance. It is a SLO-unaware approach that reduces power consumption based on the performance counters of the underlying hardware. We set different power caps according to following the target SLOs.

Pegasus. Pegasus [37] is a system that considers the SLO target to provision power resources to the application. It uses a controller alternating among several pre-defined heuristics, e.g., adjusting power to the maximum if the response time exceeds a certain threshold. Due to its dynamic and model-free nature, Pegasus can quickly react to changes in workload and handle SLO violations. We use the same SLO targets when comparing it against SLO-Power.

Results. Figures 8 presents the latency, power, and resource utilization results for all baselines. As shown in Figure 8(a), the higher availability of resources across all policies enables
Fig. 8. Evaluating SLO-Power with different target 95th percentile response times.

![Diagram of response time, power consumption, power efficiency, and resource usage for different methods (Pegasus, SLO-Power, K8s, Power Manager)].

very low levels of P95 latency. The exception is for the power manager: due to the DVFS configuration, the power manager policy reduces too much of the CPU frequency, severely impacting the latency levels. As the SLO targets reduce, the impacts of using the workload trend to make decisions are more noticeable, negatively affecting all baselines but SLO-Power. Since Pegasus does not use a predictive mechanism, its reaction features do not timely control the latency.

Figure 8(b) shows the dynamic power consumption remains constant across all baselines, which is primarily influenced by resource utilization, which in turn, depends on the application runtime cycles. Since the application is the same across runs, power remains unchanged, with the power manager achieving lower consumption due to its CPU frequency management. Figure 8(c) shows that despite achieving 10% higher power efficiency ratios, Pegasus uses 12% more resources than SLO-Power (Figure 8(d)). Overall, Pegasus achieves up to 5% SLO violations, while SLO-Power achieves only 2% violations, even with stricter targets. This is because of SLO-Power’s resource efficiency, which better controls both the P95 and the latency variability, resulting in more predictable performance.

**Key Takeaway.** While SLO and power-aware mechanisms achieve both high efficiency and performance, they come at increased resource consumption of at least 10%. Power-aware mechanisms that incorporate resource-awareness demonstrate a 2× reduction in SLO violations while reducing resource usage by 12%.

**VI. RELATED WORK**

In this literature, there is a wealth of research on elastic scaling and power management. In this section, we discuss the most related pieces of work and present the key differences involved in the design of our system.

Substantial prior research has concentrated on elastic resource provisioning [3, 5, 38–42], with different techniques, such as queuing theory, machine learning, and heuristics. Similar to our analytic queuing model, Sharma et al. employ a tandem M/G/1-PS model to characterize multi-tier applications, estimating response time distribution. These distributions are then utilized by a horizontal scaler to determine the number of servers required for provisioning [39]. However, our SLO-Power applies the queuing model to reactive auto-scaler as well to adapt to the spikes in workloads. Furthermore, hybrid auto-scalers combining proactive and reactive scalers have also been proposed. Ahmed Ali-Eldin et al. [24] propose using reactive scaling for scale-up and proactive scaling for scale-down. However, these approaches fail to integrate power management to save power while meeting tail latencies as our SLO-Power does.

Regarding power-performance management, various work have been proposed [8]–[12], [43]–[46]. Eric Rutten et al. benchmark the application offline and subsequently derive a system model. They leverage this model to develop a Proportional-Integral (PI) controller for making power allocation decisions [43]. Similarly, DDPC [8] employs a Proportional-Integral (PI) power controller to capture the application’s power-latency trade-offs. However, this approach requires intensive profiling to get a power-performance model, which might fail to adapt to different workloads well and is designed to guarantee the average response time. However, our SLO-Power is model-free and can meet tail latency constraints.

**VII. CONCLUSION**

In this paper, we propose an SLO and power-aware elastic scaling system for online web services, SLO-Power. Our system is designed to reduce server-level power consumption while adhering to the application SLO targets – e.g., 95th percentile latency (P95). To achieve this goal, SLO-Power incorporates the elastic resource scaling and power capping techniques that dynamically allocate CPU cores and power caps in response to workload fluctuations and observed application response times. In particular, we combine analytical queuing models, workload estimators, and feedback-driven techniques for joint allocation decisions, with careful attention to pro-active allocations to address the challenges coming from the interference between them. At last, we prototype our system and evaluate it under real-world workload and applications, against state-of-the-art auto-scalers. Our findings indicate that SLO-Power can achieve power and resource efficiency close to optimal levels, reaching up to 90%, besides avoiding SLO violations. Moreover, compared to state-of-the-art solutions, SLO-Power attains lower, controllable P95 latency, all while utilizing 12% fewer resources. We open source SLO-Power. One limitation of SLO-Power is that...

https://github.com/umassos/SLO-Power
it uses an Intel-specific hardware actuator, RAPL, to manage power allocation. In the case of servers with heterogeneity, relying on RAPL might limit the applicability of our power controller component. For this reason, in the future, we plan to develop hardware-independent software-based techniques for power management.
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APPENDIX A
ARTIFACT DESCRIPTION

Abstract—This artifact section presents the evaluation of the SLO-Power. The SLO-Power, implemented in Python over 1.1K LoC, coordinates the resource and power scaling techniques to achieve power savings while adhering to service level objectives (SLOs), such as tail latency constraints. Our findings indicate that SLO-Power achieves exceptional power and resource efficiency.

A. Description

This artifact points to source code files written in Python and accompanying documentation. It provides brief information about the designed system dependencies. More details are provided on the GitHub page given in the following section.

1) How to access: The code is available at https://github.com/umassos/SLO-Power. We assigned it a persistent identifier by linking it to Zenodo [47].

2) Hardware: The experiments are conducted on a cluster of Dell PowerEdge R440 servers running Ubuntu 20.04 LTS. Each server has a two-socket Intel Xeon Silver 4110 CPU, 8 cores each, 2.10GHz, and 64GB of memory. We disable hyperthreading and turbo boost. Moreover, we set OS DBPM as a CPU power management system and balanced performance as an energy-efficient policy from the BIOS settings.

3) Application: We use a latency-sensitive cloud application: MediaWiki\(^5\). For easy deployment, we created the LXC image of the application. The deployment details are given on the GitHub page.

\(^5\)https://www.mediawiki.org/wiki/MediaWiki

B. Installation

SLO-Power requires the following software packages to be able to deploy.

- Ubuntu 20.04 LTS OS
- Python 3.8.10
- LXD 5.19 & LXC 5.19
- cgroups v1
- HAProxy load balancer
- httpmon workload generator

SLO-Power requires the following Python modules:

- grpcio
- numpy
- rapl

We generated requirement.txt for required Python modules except rapl module because it is an external module obtained from here. The details on installing the rapl module are provided on our GitHub page.

Please note that RAPL, introduced in the Sandy Bridge architecture, is Intel technology. Therefore, you need an Intel CPU that has a RAPL interface to run SLO-Power without any modification. If you have an AMD CPU, it should be noted that AMD has its own technology, called TDP Power Cap. It was introduced in the Bulldozer architecture for power capping. Therefore, you should check if your AMD CPU has that feature. In case it has, as soon as the power agent component of SLO-Power is updated to make it compatible with the AMD CPU, SLO-Power can be used. This operation should be straightforward.

We suggest readers create a Python virtual environment and install modules inside of this virtual environment.

C. SLO-Power Code Structure

SLO-Power is composed of two parts: cluster manager and SLO agent. The cluster manager makes the power allocation and elastic core scaling decisions, while the SLO agent enforces incoming power allocation and core scaling decisions on its running machines. The cluster manager and the SLO agent communicate via RPC calls. For this purpose, we use the gRPC framework. We also developed a service that provides an interface for CPU power measurement over the Intel RAPL interface and CPU utilization. All these components are provided in our GitHub repo.

D. Experiment workflow

To emulate a standard cloud environment and facilitate vertical scalability across servers, we have opted for the LXD\(^6\) cluster manager. LXD is a system container manager commonly used in various use cases such as application development, testing, deployment, and cloud computing. It is a lightweight, open-source solution for running and managing Linux containers, providing a high isolation level similar to virtual machines but with lower overhead and greater efficiency. An application instance is deployed on each physical machine. Each instance of the tested application has all the necessary components,

\(^6\)https://canonical.com/lxd
including web servers, database servers, or microservices. We use a latency-sensitive cloud application: MediaWiki, which hosts a replica of German Wikipedia. User requests to the application are sent through a HAProxy load-balancer, which exposes an external HTTP port interconnecting all nodes in the cluster. To emulate users accessing applications, we use the httmon tool\(^7\), which supports the open-loop system model behavior.

\(E\). Evaluation and expected results

In our evaluation, we use two realistic workloads: Wikipedia [33] and Azure traces\(^8\). These traces are provided on the GitHub page. The traces are scaled to our cluster size to avoid saturating the server. When submitting the cluster to these workloads, requests are issued using an open-loop system model [34], which creates requests both pre-determinedly and randomly by not waiting for the system’s response, i.e., a new request is generated regardless if a response to previous requests is received.

\(F\). Experiment customization

We experimented SLO-Power with two different real workload traces. We believe that SLO-Power can be experimented with more workload traces. In addition to this, SLO-Power can easily adapt to different cluster sizes.

\(^7\)https://github.com/cloud-control/httpmon
\(^8\)https://github.com/Azure/AzurePublicDataset